
APPENDIX D.12.5
Pilot Program Summary

Integrated Maintenance Data System (IMDS)/

Precision Measurement Equipment Laboratory (PMEL)

Automated Management System (PAMS)
1. Program Objectives

Program – Re-Host system onto GCSS-AF with capability improvements.

RIT – Improve delivery time (through use of Extreme Programming and reducing phases from three to two).

2. Summary of Program internal and external environment 

Legacy PAMS
Legacy PAMS (version 5.7) is an UNISYS B25/XE500 series client/server system utilizing the Burroughs Terminal Operating System (BTOS) network operating system.  The application software, programmed in BASIC, makes extensive use of the built-in OS networking features that significantly improve speed and efficiency.  There are currently 39 modules and 66,000 lines of code.  The hardware is no longer supportable and the system availability is severely limited at many of the locations.  PAMS was an ACAT III program, which gained IOC on 1 Aug 1988, FOC 1 Sep 1991, and is currently in Phase III of the acquisition life cycle.  The current level of the operating system is now out of date.  PAMS is currently operating on version 5.7 as of March 2001.  There are no further releases are planned or being worked for the BTOS platform. 
PAMS Re-Host Technical Architecture
PAMS Version 6.0 will be hosted on a common Web-based/Graphical User Interface (GUI) platform within the Global Combat Support System Air Force (GCSS-AF).  User access to the PAMS application is via the Air Force Portal.   PAMS v6.0 is a complete software re-write/re-design and not a “code-roll”.  A centralized database using Oracle 9i supports all PMEL locations.  The application code is Java and the user interface utilizes Java Server Pages (JSP) and Oracle 9i Application Server software.  The JSPs provide the user interface while Enterprise Java Beans handle database connections and business logic in the middle tier. 
Figure 1-1, Legacy vs. Re-host Lines of Code

	Language Type
	Legacy PAMS

SLOC
	PAMS Re-Host SLOC

	Basic
	66,000
	NA

	CSS
	NA
	300

	HTML
	NA
	81,000

	Java
	NA
	55,000

	JSP
	NA
	25,000

	XML
	NA
	33,000

	Total:
	66,000
	194,300


3. RIT Recommendations adopted

Initial PAMS Re-Host Strategy
The initial PAMS Re-host strategy as identified in Mar 02 consisted of three phases:

Phase I – Direct re-host from existing Burroughs platform to a SSG network server, using AFMETCAL PCs as client workstations.  No changes to existing functionality were defined in Phase I with the exception of migrating “green screens” to GUI screens.  A centralized database would support all 72 PMEL sites.

Phase II – Web-base the application using the Air Force Portal as the access entry point.  Add various Air Force Precision Standards Laboratory (AFPSL) requirements, and roll-up reporting capability to AFMETCAL and Air Logistics Centers. 

Phase III – Migrate application to the Global Combat Support System – Air Force (GCSS-AF) Integrated Framework (IF).  Add automated interface capability to CMOS, and integrate capability with Supply.  Meet other technical mandates (i.e. CFO), and incorporate additional requirements, such as, depot PMEL.

Current PAMS Re-Host Strategy
In Aug 02, SSG held a Program Manager’s Review (PMR) with Air Staff (AF/ILM), the PEO and AFMETCAL representatives.  Discussions centered on requirements as defined in each of the three phases.  A decision was made to migrate PAMS directly to the GCSS AF Infrastructure vice the two-phased approach proposed: develop on a GCSS AF like platform and migrate as a follow-on spiral.  Schedule impacts as estimated by the GCSS AF Program Office totaled three weeks.  The decision drove the inclusion of requirements from Phase II to Phase III.    The following major requirements were added to the existing Phase I effort:

- Web-base the application using the Air Force Portal as the access entry point

- Migrate to the GCSS-AF Integrated Framework
- Convert screens to improve web performance

- Add instrument code to identify performance drivers

4. Program progress during pilot phase


Major Milestone
   Start
   End
Status        

· SW Development
  30 Mar 03
   13 Jul 03
Completed

· QT&E I
   14 Jul 03
  22 Aug 03
Completed

· CT&E/Bandwidth
  25 Aug 03
  29 Aug 03
Completed

· Ind. Test/Network Risk Assess  1 Sep 03
  12 Sep 03
Completed

· GCSS-AF IF Staging
  16 Sep 03
  30 Sep 03
Completed

· IATO Received
     2 Oct 03
     2 Oct 03
Completed

· IOC (RIT Target: 30 Sep 03)
     2 Oct 03
     2 Oct 03
Completed

5. What have you learned?

Resources:  

Ensure adequate staffing with required qualifications is in place prior to starting a project. Train functional staff in Requirements/User Story development. An experienced and trained staff is especially important when using the Extreme Programming methodology.  

SME Support:  

Use SMEs to augment shortages in organic functional staff.  This provides the project manager the flexibility to ramp the staff up and down when required.  The only drawback is each new SME will have a different perspective on how the application should work, and if left unchecked, requirements creep can result 

Requirement Changes:  

A Change Configuration Board (CCB) should review and approve/disapprove all requirement change requests.  If the changes require extensive re-work and/or impacts the schedule, additional funding must accompany the change request.  The CCB must weigh the schedule and cost impact against the need for the change.  The CCB findings, along with options, should be coordinated with the customer for their review and approval.

XP Development Methodology:

The XP development process requires user acceptance testing at the end of each iteration to ensure functionality is met.  Additionally, testing should be automated to allow testing to be quickly/easily re-accomplished during the iteration as changes are made and for testing with subsequent iterations.   This is critical to the underlying principals of build a little/get feedback to ensure accuracy and thoroughness of design and implementation.  Due to limited resources, the majority of this type of testing happened towards the end of the project resulting in numerous changes with little time to incorporate.

Security:  

The CT&E test team should conduct pre-reviews of source code multiple times before the start of the actual CT&E test.  Pre-reviews will identify security defects early in the development process, and will allow more time to fix them before the CT&E test begins.  The pre-reviews will greatly enhance the probability of a smooth and successful CT&E test.  Additionally, always have the design validated by security reviewers prior to development.  DoDI 8500.2 clearly defines the security requirements.

GCSS Integration Support:

Dedicated Global Combat Support System (GCSS) integration support is vital for all applications hosted or planning to be on the GCSS Integrated Framework (IF).  The Integrator should provide technical support, assist in resolving technical issues, documentation review, and serve as lead on all other GCSS-related issues.  Integrator should also serve as liaison with Lockheed Martin - Owego, GCSS Outreach, SSG/ENEE, and DISA.

Risk Management:

Use Risk Radar to identify, track, mitigate, and report project-related risks. Identify all risks and enter specific mitigation steps.  Review and update database as required.  Risk Radar is can be extremely effective if used as a management tool and not just a reporting tool.

Internal Communication:

Close coordination with all project stakeholders was key to the successful implementation of PAMS 6.0.  A draft of the project schedule must be coordinated with all organizations identified as a resource.  Agreement by all parties on their projected tasks and scheduled dates are required before the schedule is baselined.  Hold recurring project status meetings to ensure a good line of communication is open throughout the project.  Meetings should always include the core team members.  Invite other stakeholders prior to when their tasks are scheduled to open and ensure they will  be available throughout their task period.

THINGS WE DID WELL

Use of Extreme Programming (XP):

The Extreme Programming (XP) methodology offered several advantages that benefited the PAMS Re-host project.  The most notable advantage is the flexibility it provided with regard to Requirements and Design.  Several major design and requirements changes throughout the project significantly enhanced the quality of the PAMS application.  The result is a “Version 1” product that has “Version 2” maturity.  If we contrast the PAMS project to a traditional waterfall model, the customer would have received “Version 1” and would have had to pay for additional modifications to the code to get it where it is today.  

XP also allowed the software development to begin sooner than using the more traditional waterfall model.  Using the waterfall model would have caused a 4 to 6-month delay as the requirements were written for the PAMS system.  Further delays would have been inevitable as those requirements continued to change throughout development phase of the life cycle.

Customer Representation
Active involvement by the customer or customer representative in all phases of the project’s life cycle is a basic tenet of XP.  In the case of the PAMS Re-Host project, Standard Systems Group (SSG) organic PMEL functional staff and Subject Matter Experts (SME) from PMEL sites around the world represented the customers.  The on-site PMEL users provided early and continuous feedback directly to the developers.  Continuous functional testing and feedback reduced the usual amount of time required for functional testing at the end of coding and development.

Paired Programming:  

Another basic tenet of XP is the practice of “Paired Programming.”  Paired Programming combines two programmers who share the same computer and develop on the same coding modules.  SSG utilized this practice where/when practical and realized positive results.  Paired Programming enabled the developed team to conduct real-time peer reviews on all of our code.  The development team was able to fix all the defects and some of the requirement changes, even during Function and System testing.
Security:  

Several code reviews were conducted prior to the Certification Test and Evaluation (CT&E).  All security issues discovered during these code reviews were fixed prior to the CT&E.  As a result, the CT&E uncovered only four low risks, two of which were attributed to the GCSS-AF IF.

GCSS Integration Support:

Lockheed Martin (LM) was contracted early in the development process to provide GCSS-AF integration support throughout the project.  The LM integrator solved some significant technical problems and helped keep the lines of communication open between the PAMS team and the GCSS-AF support team.  LM also reviewed our GCSS-AF-related documentation and ensured each documentation milestone was met.

Risk Management:

The extended Risk Radar tool was used throughout the project and was instrumental in identifying, documenting, tracking, and reporting project-related risks.  

Combined Test Force (CTF):

The PAMS Re-host project utilized the Combined Test Force (CTF) to manage all phases of testing.  The primary mission of the CTF is to perform test planning, execution, and reporting.  The CTF also increased the quality and decreased the time for discrete testing phases by coordinating test events and data requirements between test agents (for developmental test, interface test, interoperability, system security, network risk assessment, etc.).  In addition, the CTF focused test events using risk-based testing approaches.  Risk-based testing concentrates on the aspects of the system, which provide the most critical functionality and performance.  

THINGS WE COULD HAVE DONE BETTER

Personnel Resources:  

At the start of the project, the development staff had limited JAVA and J2EE programming experience.  Additional skilled programmers, funded by SSG, were added to augment the development staff in November 2002, driving schedule impacts.  Additionally, the organic functional staff was limited in numbers due to funding constraints.  The limited functional support hampered the ability to test software increments as they were developed.  The results were a significant spike at the end of development effort that taxed the development team (reference figure 1-3 below).  Subject Matter Experts (SME) from various PMEL locations supplemented the functional staff to correct this problem.  The project was slow in ramping up with SME support, thus schedule was impacted.

Figure 1-3, PAMS Re-host Rework Graph
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Personnel Resources – Cross-Utilization:  

One the PAMS functional staff had to be re-assigned to augment the Database Administrator (DBA) staff.  This was required to compensate for the lack of a DBA with enough knowledge of the PAMS legacy data to support the design and development effort.  This severely limited the individual’s time for requirements definition and testing.  

Requirements Definition:  

An internal XP Assessment conducted in Sep 02 identified that the user stories, did not have enough detail, and were not documented properly.  User story training conducted for all functional personnel in Sep 02 greatly improved the detail of the user stories.  Additionally, the initial lack of functional resources delayed the development of the Requirements Specification.  As a result, the Requirements Specification was developed towards the end of the testing period, thereby, causing a 30-day schedule slip.

Requirements Changes/Creep:  

Because TDY SME support rotated every 2-3 months, each new SME brought a new and in many times different perspective in regards to PAMS business rules. In many instances, the differences in perspective resulted in some significant requirement changes. 

Design:  

The initial PAMS v6.0 design did not meet audit requirements and required major re-engineering and code/database modifications.  If the design were validated prior to coding, several issues would have been identified up front – such as the need to protect java server pages, as well as the need for auditing, password encryption, etc.

XP and C4ISP:

Both SSG developers and the SPO personnel had not previously used XP and the extensive C4ISP process.  The XP philosophy is to develop a system rapidly for quick release of a product.  The effort is small and well defined; the first spiral is a prototype.  The building of PAMS under the C4ISP process and on the GCSS-AF IF requires a well-documented process.  All documentation must be developed and reviewed prior to SSAA certification and completion of the C4ISP package.  The two processes: XP and C4ISP are conflictive in the area of documentation.  A modified process for XP development became necessary.

6. Candidate best practices

· Early involvement of field subject matter experts as part of the Extreme Programming process appears to have resulted in fewer defects in defined requirements than would otherwise have been expected

· The use of a web-based scheme to achieve concurrence on requirements in the IMDS functional baseline appears to have established realistic expectations among users

· Early and continuous involvement of test & evaluation personnel in the program
· The IMDS process for canceling, decommissioning, and archiving obsolescent or superceded systems
· The extended “Risk Radar” tool provides a unique capability
· The team found evidence of exceptional executive management support and oversight of conformance with the organization’s defined processes

· The Program Managers’ Forum and the Maintenance Information Technology Working Group provide opportunities to keep stakeholders in the maintenance functional area up to date on developments in maintenance IT
· The IMDS program office process for personnel transformation using a database of skills, background/experience, and training
7. Remaining rocks on the road: None 
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