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Introduction
In continuing the Department’s focus on R&M engineering, on March 21, 2011, the Under Secretary of Defense for Acquisition, Technology, and Logistics signed Directive-Type Memorandum (DTM) 11-003, “Reliability Analysis, Planning, Tracking, and Reporting” into policy, formally mandating various R&M activities.  This memorandum requires program managers to formulate a comprehensive R&M program consisting of engineering activities including the following:  R&M allocations; block diagrams and predictions; failure definition and scoring criteria; Failure Mode, Effects, and Criticality Analysis (FMECA); maintainability and built-in test demonstrations; reliability growth testing at system/subsystem levels; and a Failure Reporting, Analysis and Corrective Action System (FRACAS) maintained through design, development, production, and sustainment. DTM 11-003 also mandates the translation of operational R&M thresholds into R&M contract specifications as well as tracking of reliability growth during testing.  The DTM also requires programs to develop a Reliability, Availability, Maintainability, and Cost Rationale Report to ensure the program has a quantitative basis for reliability requirements and to improve cost estimates and program planning.  This policy document is expected to be fully integrated into the new DoD master acquisition policy document (DoDI 5000.02, “Operation of the Defense Acquisition System”) in the near future.
Since the DTM was signed in 2011, several actions have been implemented across DoD acquisition programs through DoD policy and acquisition documents.  The requirement to include R&M engineering activities was integrated into key acquisition and planning documents such as the Systems Engineering Plan, the Technology Development Strategy, the Acquisition Strategy, and the Life Cycle Sustainment Plan.  In addition, the Defense Acquisition Guidebook (DAG), which provides practitioners and programs managers best 
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practices and processes on Systems Engineering, was updated to include guidance on R&M engineering activities, tied to each program acquisition life-cycle phase.  DAG Section 4.3.18.19 further emphasizes the need for early R&M engineering. 
Purpose
The intent of this document is to summarize lessons learned and best practices as a result of reviewing 18-plus programs. These lessons learned are intended to assist Program Managers and their Engineering staffs with best practices that have proven successful over the years to ensure that reliability is designed into programs early in the acquisition cycle. All aspects of Reliability design were not addressed by these case studies, and it is not intended to circumvent or replace good systems engineering processes. Rather, the best practices and lessons learned contained herein are a compilation of reliability design activities that are most often overlooked, skipped, or short-changed in the interest of reducing cost or schedule.  Adherence to these activities combined with solid system engineering processes has proven to be invaluable in helping programs through the major Milestones (MS A, B, and C) of the DoD Acquisition System.
To ensure systems performance is achieved, each reliability activity should be thoroughly addressed during technical or program reviews.  Program Managers are encouraged to engage the Program’s Engineering staff using the questions recommended for each reliability activity to ensure the Contractor has appropriately incorporated each activity into the design process.
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How to use this Pamphlet
This pamphlet is designed for use by Department of Defense Program Managers and is applicable to all acquisition categories. This is not a treatise on how to run an effective program, although the program manager may benefit from applying the subject matter herein to enhance the Program Manager knowledge and abilities to provide the Warfighter with the best equipment possible. 
The Program Manager must be able to focus on the many decision points specified in the Defense Acquisition System, and be prepared to ask the right questions at the right time in relation to a particular decision point. 
This pamphlet contains selected issues that have tripped up Program Managers in the past. Each issue is tied to one or more points in time where a  program or technical review is normally held or a milestone is to be achieved. A simple line of questioning by the Program Manager may keep the program on track and avoid cost, schedule or performance issues. Many Program Managers have been bitten by what appeared to be an insignificant event, but in hindsight they impacted the program. 
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Process Oriented Technical Risk Assessment
 and Management
Narrative:  The Risk Management process is the overarching process that encompasses identification, analysis, mitigation planning, mitigation plan implementation, and tracking of program risks. Risk management is the primary method of mitigating program uncertainties and is therefore critical to achieving cost, schedule, and performance goals at every stage of the life cycle. Effectively managing risks helps the Program Manager and Systems Engineer develop and maintain a system’s technical performance, and ensure realistic life-cycle cost and schedule estimates.
 (
PREDICTIVE RISK MANAGEMENT, NOT REACTIVE PROBLEM MANAGEMENT
)DoDI 5000.02 requires that technical and programmatic risks be managed in all life cycle phases. A program’s Technology Development Strategy (TDS)   or  Acquisition  Strategy (AS), and  Systems  Engineering  Plan (SEP) 
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Figure 1
.
 Missile Body
 Technical Risk Identification and Mitigation Process Risk Template
        
(
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.
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)
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should address risks and should describe the program’s risk management                   process. The scope of this activity is proportional to the complexity of the program. 
Risk analysis is an iterative process that attempts to identify potential problem areas, probability of occurrence of the risk, assess the effects of the risks, and generate alternative solutions to reduce the risks (i.e., mitigation). Risk modeling should initially be done in the materiel solution analysis phase or technology demonstration phase to detect and minimize risks early. It is easier and less costly to make changes and correct errors when the system is being designed and developed than when prototypes or actual systems are being tested. 
Major Questions That Need To Be Answered: 
· Have program risks been identified in accordance with the Risk Management Guide for DoD Acquisition? (Also see DAG Chapter 11 Program Management Activities for more information on the Program Manager’s role in Risk Management and Chapter 4 Systems Engineering.)
· Is the Risk Management process being used to provide proactive and knowledge-based, risk identification to determine what can go wrong?
· Are resources such as DoD Instruction 4245.7M, Defense Acquisition Program Support (DAPS) Methodology, or BMPCOE TRIMS (Ver. 4 or similar) used to identify risk areas? Note: each service may have their own risk analysis tools.
· Have technical risk indicators been generated for design, test, manufacturing, facilities, logistics, cost and management?
· Is the probability of occurrence and the consequence of occurrence quantified for each identified risk?
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· Are all levels of management provided periodic risk tracking reports of the technical status, problem corrective actions and subsequent project impact?
· Does each technical risk indicator have a program approach (cost, schedule, and technical) for addressing the potential root cause or unfavorable consequence?
Risk if you get it wrong: 
· Program delays in recognizing technical factors will likely drive cost and schedule.
· Technical mitigation of problems may not be included in the configuration baseline.
· Significant cost and schedule impact may result from unrecognized technical risk.  
7
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Software Estimating
Narrative: The percent of functionality provided by software in Department of Defense (DoD) systems has increased over time. As a result, there is an increase in the number of projects that have difficulty completing on time and within budget. The program should manage the software using the Software Development Plan (SDP). Similar to the Systems Engineering Plan, the SDP should be a living document that is updated as needed throughout the program. Estimation should be used by the program to define the initial scope of the effort, and should be used on an ongoing basis to ensure the program is on track as knowledge about the program increases over time. A quality Software Development Plan being used to manage the program and ongoing use of estimation contribute to the successful start and continuing success of a software program.
[image: ]
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Figure 
2
.
 Software and Metrics for Defects at Various Levels
(Source, WIILLCOR/Navy RD&A Methods and Metrics for Product Success)
)
Software defect tracking is an effective means to achieve quality at a lower cost. Software assurance planned from a point before software-related contract work begins is needed to assure the system is not vulnerable to malicious attack.  If an effective defect tracking and assurance program is in place, overall program costs are reduced and performance is significantly improved. Defect trend reports become key measures of software development and testing. Figure 2 describes Software and Metrics for Defects at Various Levels. 
Software assurance is applicable at every phase of development and throughout sustainment. The following will mitigate the risk of poor software quality: 
- Plan the entire life cycle, not just the coding. Production and maintenance are critical stages of a project often completely overlooked. Software architecture should be designed for easier replacement of its component parts during sustainment. Key words are open system architecture, open source software, and software data rights. 
- Organize an appropriate team. Consider interoperating systems, technology skill levels, diversity of knowledge, and leadership. Organize the project based upon the architecture and the development method. Enforce accountability.  
- Communicate project goals, objectives, guidelines, milestones, expectations, and status with all team members. As long as communication is need or plan driven, too much communication is better than too little. 
- Control the changes to all aspects of the system, by using up-front trade analyses, adopting the principles of modularity, document the changes and communicate them. Use formal methods of configuration control. 
- Measure progress of system development and communicate the status both good and bad. Measure to improve success, not to penalize. 
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Major Questions That Need To Be Answered: 
· Have software allocations been assigned properly AFTER preliminary hardware and software design tradeoffs are completed? 
· Have you scheduled programming to start at customer acceptance of product design specification to ensure software meets customer requirements?
· Have you developed modules separately and conducted module testing concurrently? 
· How have you conducted software reviews and used them to remedy problems that they find (small team of experts should be used to minimize errors)?
· Have range checking and other types of input and operation discriminators been implemented in the software to account for unexpected operations, inputs, and outputs?
Risk if you get it wrong: 
· Cost overruns and schedule slip. 
· Significant time consumed with extensive regression testing. 
· Poor field performance and/or low reliability.
11
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Parts Management and Selection
Narrative: Parts management as defined in SD-19 “Parts Management Guide” focuses on selecting the best parts at the design phase of an acquisition program under an overarching systems engineering umbrella. Typically, the use of parts described by non-government standards (NGSs) or military standards or the use of commonly used parts already in the DoD supply system is preferred. Use of these types of parts provides the ultimate user, the Warfighter, returns that can be measured through the desired performance-based criteria of operational availability, operational reliability, cost per unit usage, logistics footprint, and logistics response time, as well as payback in terms of total ownership costs. Additional information on how parts management is an integral part of the systems engineering process can be found in the DAG Section 4.3.18.21. A preferred parts list (PPL) should be used to maximize standardization during design by tailoring, streamlining, and minimizing the variety of types, grades, or classification of parts used in an acquisition. Tailoring the PPL baseline requirements for a specific contract should be based on the following factors:
· Restrictions on the use of certain parts or part types
· Limitations in design imposed by part usage restrictions
· Reliability requirements
· Diminishing Manufacturing Sources and Material Shortages (DMSMS).
To maximize standardization and reduce life-cycle cost, parts should be selected based on the order of preference list in MIL-STD-3018, as applicable. Figure 3 provides a typical parts selection process. Depending on contractual requirements, the following part selection criteria should be taken into account:
· Availability (DMSMS concerns, aging technology, number of sources)
· Application (derating, operation, use of the part, type of environment in which the part will be used)
· Cost-benefit analysis
· Part screening
13
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· Qualification test data or past performance data
· Supplier selection
· Part technology/obsolescence (use of DMSMS databases, GIDEP)
· Compliance with contract performance requirements
· Technical suitability
 (
HOW DOES THE CONTRACTOR SELECT 
PARTS TO REDUCE
 
LIFE CYCLE COST
?
)
‘
 (
Figure 3.
 Typical Parts Selection
 
Process 
(Source SD-19)
)
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Mistakes are often made in material selection as follows: 
· No preferred parts list at the START of development.
· Obsolete parts are often selected.
· New technology parts are selected without a record of proven performance.	
· Parts are unsuitable for the particular applications.
· Incomplete or inaccurate thermal analysis data on part operating temperature and vibration 
· Risk of Counterfeit parts or materials increases                                                                                                     
Failures to select the right suppliers will most certainly lead to high reject rates, failed delivery dates and missed milestones. Printed circuit boards are most susceptible to aspects of poor quality and workmanship caused by bad parts.
Major Questions That Need To Be Answered: 
· What is the selection process for parts and material? 
· Is there a parts management plan and strategy developed in accordance with MIL-STD-3018?
· Does the contract require a moisture control plan for moisture sensitive parts?
· Is there a Parts Failure Review Board?
· Do developers routinely provide feedback to parts designers and manufacturers?
· Has the program planned ahead for obsolescence?
·  Does the SOW require a DMSMS plan developed in accordance with Tech America STD-0016 “DMSMS Plan”?
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Risk if you get it wrong: 
· Production delays and unit cost increase due to part shortages.
· Either you won’t be able to sustain your system causing operational impacts (See SD-22 DMSMS Guidebook for more information), or it could be much more expensive to sustain your system than you planned and budgeted. 
· Incorrect, costly, obsolete, counterfeit or insufficient parts and material. 
·  Poor quality during production or poor reliability in the field
·  Costly fixes to address/mitigate obsolete parts. 
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Tin Whiskers/Lead Free Solder/Industry Solder Standards
 (
Figure 4
.
 Tin Whisker Growth
 (
Source – 
NEPP, 
NASA)
) (
HOW DOES THE CONTRACTOR ENSURE QUALITY OF SOLDERING?
)[image: image003]Narrative: Increased international concern about the environ-mental impact of lead has caused a shift by component vendors away from tin-lead surface finishes toward the use of pure tin. The result has been the formation of “tin whiskers” on the surface of tin coatings, a phenomenon that has been observed for many decades. These whiskers are comprised of pure tin, and are therefore electrically conductive. This has caused, and continues to cause, reliability problems for electronic systems that employ components that are plated with tin. Tin whiskers can develop under typical operating conditions on any product type that uses lead-free pure tin coatings.
Tin Whiskers are electrically conductive hair-like filaments that can cause short circuits in satellites, missiles, and other electronic equipment. While most aerospace and high performance manufacturers and system integrators are attempting to prohibit the use of lead-free solders and finishes, the increasing cost of tin-lead products as their supplies diminish and may, in cases, force at least a partial transition to lead-free products. To mitigate the impact of lead-free solder the following non-government standards are available:
· Tech America GEIA-STD-0005-1   Performance Standard for Aerospace and High Performance Electronic Systems Containing Lead-free Solder
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· Tech America GEIA-STD-0005-2: Standard for Mitigating the Effects of Tin in Aerospace and High Performance Electronic Systems
· Tech America GEIA-STD-0005-3: Performance Testing for Aerospace and High Performance Electronics Containing Lead-free Solder and Finishes
· Tech America GEIA-HB-0005-1: Program Management/Systems Engineering Guidelines for Managing the Transition to Lead-free Electronics
· Tech America GEIA-HB-0005-2: Technical Guidelines for Aerospace and High Performance Electronic Systems Containing Lead-free Solder
· Tech America GEIA-HB-0005-3: Rework and Repair Handbook To Address the Implications of Lead-Free Electronics and Mixed Assemblies in Aerospace and High Performance Electronic Systems
· Tech AmericaGEIA-HB-0005-4: Impact of Lead-Free Solder on Aerospace Electronic System Reliability and Safety Analysis
Major Questions That Need To Be Answered: 
· If lead-free parts are used, does the parts management plan address the process to manage the risk associated with using lead-free parts?
· Does the Bill of Materials specify the use of parts with pure tin plating? 
· How have tin whiskers failure mechanisms been accounted for in the design?
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·  Does your program include long term dormant storage?
· Are the following soldering standards being used?
a. IPC-J-STD-001D, Level 3: Requirements for Soldered Electrical & Electronic Assemblies
b. IPC-A-610D, Acceptability of Electronic Assemblies
· Has the supplier developed procedures to handle challenges using lead-free surface mount devices such as: Mirco-BGAs, BGAs, Quad Flat no-lead, Thin Small Outline Package, etc?
· Given that the process to re-ball BGAs is not standard across re-balling facilities, has the supplier developed processes (i.e. incoming inspection and test) that evaluate the quality of the re-balled BGAs?
Risk if you get it wrong:
· Random failures whose root cause is not readily apparent. 
· Poor reliability in the field or shorter time to failure
· Potential safety issues.
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Single Event Upset (SEU)/Effects of Ionizing Radiation
Narrative: Electronic components are susceptible to faults caused by terrestrial and space sources of ionizing radiation. The effects can be grouped into: Charging, Displacement Damage, Total Ionizing Dose (TID), and Single Event Effects (SEEs). Surface Charging is a dielectric effect from high energy electrons like that from triboelectric effects. Total Ionizing Dose is a long term effect from trapped protons and electrons while Displacement Damage is damage from collisions with energetic protons and electrons. Single Event Effects are incidents with heavy ions from cosmic rays and solar events. Single Event Effects (SEEs) can appear as hard faults such as Single Event Latchup (SEL) or other faults such as burnout, gate rupture, frozen bits, and even noise on charge coupled devices. There is growing risk as DoD uses emerging commercial technologies with greater component density and larger architectures that provide an increasing opportunity for SEEs.
Single Event Upsets (SEU), where the SEE damage is not permanent, can appear as transient pulses in logic or support circuitry or as flipped bits in memory cells or registers; Field Programmable Gate Arrays (FPGAs) being particularly susceptible. Fortunately, there are mitigation tactics, including error correcting codes, triple modular redundancy, and single event transient filters, that are available to manage these insidious failures.
Major Questions That Need To Be Answered: 
· Do you understand the susceptibility of your system to ionizing radiation? For example, TID failure rate can be described by a meantime to failure (MTTF), but SEE must be expressed in terms of a random failure rate.
· What is the potential for SEU in your system?
· Has there been an analysis for single-point failures?
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· Is there a fault detection, isolation, and identification strategy?
· Are you familiar with the mitigation techniques applied: error correction, fail over, redundancy, etc., and the pros and cons of each?
· Has the fault protection scheme been independently verified?
Risk if you get it wrong: 
· Time consuming rework and possible reconfiguration with expensive long-lead time components.  
· Poor performance in the field and/or low reliability
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Reliability Growth
Narrative: Reliability growth is the positive change in reliability as a result of management strategy, actions taken, and effectiveness of actions during design, development, manufacturing, or field operations.  The reliability growth process, when formalized and applied as part of the R&M engineering discipline, allows management to exercise control, allocate resources, and maintain visibility into those activities required to improve reliability and achieve a mature design.  The R&M engineering program should incorporate the use of an appropriate reliability growth strategy.  
The cost-effective application of reliability engineering disciplines and growth concepts during the design process reduces the frequency of reliability problems and forces early consideration of the methods for achieving and evaluating reliability progress.  
While it is generally recognized that reliability will grow in the presence of a reliability program, reliability growth planning provides an objective measure of progress and resource allocation to achieve reliability thresholds in a timely and cost-effective manner.  
Effective reliability growth planning improves the chances of achieving reliability targets for the program, while at the same time reducing cost and schedule.  
The reliability growth curve (RGC) is a key component of both reliability growth planning and management and is essential for assessing progress.  The RGC plots reliability against time (or life units) allocated for the program.  Reliability values should represent threshold values expected at each specific evaluation point.  Where time is not an appropriate measurement parameter, the other appropriate measurement parameters such as cycles, events, rounds, or miles can be used.  Ultimately, the curve must lead to the final requirement. 
Each test will provide reliability growth data that should be indicated with the total test time shown for each calendar or evaluation period.  The rate program or it may vary between the evaluation points.  In either case, the 
23
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rationale for the depicted rate of growth, must be included in the of growth depicted for the planning curve may be constant for the total description of the RGC.  The rate of growth, test time, program resources, management strategy, etc will determine the level of risk to meeting the requirement inherent in the growth curve.
Figure 5 is the sample reliability growth planning curve from the SEP outline that depicts the reliability expected at designated evaluation points.  
The program should use this sample curve and test schedule as a guide; program reliability growth planning curves may also be a step curve or other shape that takes program specifics into account.  MIL-HDBK-189C can be referenced for more information on reliability growth curve development.
Figure 5. Reliability Growth Process
(Source -  OASD Systems Engineering Plan Annotated Outline v1.0)
	
24
Major Questions That Need To Be Answered: 
· Is the reliability growth program an integral part of the program’s strategy and is the amount of testing, test schedule, and test resources adequate to achieve the reliability requirement?
· Will newly designed and significantly modified equipment be subjected to Highly Accelerated Life Tests or accelerated tests prior to system level testing?
· Is there a comprehensive failure reporting and corrective action system in place to identify root cause and corrective action for all failures that occur during testing?
· Is reliability performance during test being tracked as a program TPM, including the status of all corrective actions?
Risk if you get it wrong: 
· Significant increase to cost and schedule resulting from more corrective actions than planned.
· Production is initiated with unsatisfactory design. 
· Major design changes required during LRIP articles.
· Increased risk to being declared unsuitable during IOTE due to lower than expected reliability.
· Unacceptable impact to Availability and Ownership cost due to lower than expected reliability. 
· Is a Failure Definition and Scoring Criteria (FD/SC) used to score all failures to assess compliance against the reliability KSA threshold and does the OTA participate in the scoring boards?
· What type of growth tracking and projection methodology will be used to monitor reliability growth during system level test (i.e. AMSAA-Crowe Extended, AMPM, etc)?
25
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Parts Derating and Junction Temperatures
Narrative: Derating is the practice of reducing electrical, thermal and mechanical stresses on devices to levels below their specified or proven capabilities in order to enhance reliability and prolong the expected part life. De-rating increases the margin of safety and allows for greater production variability between the operating stress level and the actual part failure level, providing added protection from unforeseen system anomalies. For electrical circuits and electronic parts, designing in fans, heat sinks, along with good packaging will make a great difference. A good rule of thumb states that reliability doubles with each 10 degree decrease in junction temperature. Specific de-rating criteria support low risk design engineering. 
To ensure parts will perform as required, designers use de-rating curves to ascertain the de-rating percentages. These curves are available for various parts types, and usually show sensitivities to changes in temperature, electrical transients, vibration, shock, altitude, and acceleration. Various techniques can be used depending on the parts in question. 
 (
WHAT ARE YOUR PARTS DE-RATING
 
CRITERIA AND TEST SCHEDULES?
)
Junction temperature is an important element of parts derating. With the myriad of electronic circuit boards, complex integrated circuits, processors and harsh environments, Junction Temperatures are a special situation. A burned out circuit could easily lead to system failure, severe electrical damage and loss of mission. 
 (
ARE THERE ANY 
Tj
  CONCERNS
 AND IF SO, WHAT MITIGATION OPTIONS EXIST?
)
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Major Questions That Need To Be Answered: 
· Does the contract require a reliability prediction with stress analysis to evaluate part derating criteria and max allowable junction temperatures?
· By SRR, is there an established set of derating criteria and max allowable junction temperatures that all Engineers will use?
· Has the Government team reviewed the derating criteria and max allowable junction temperatures? (Reference SD-18)
· By CDR, have stress and thermal analysis been performed to identify parts that exceed derating criteria and max allowable junction temperatures?
· What actions will be taken to address parts that exceed established derating criteria and max allowable junction temperatures?
· Will the results of thermal testing be used to evaluate compliance with derating criteria?
· Is there an Approved Parts List? Alternatively, is there a prohibited parts list?
· Will part operating temperatures be determined by thermal survey measurement?
· Are the junction temperatures consistent with SD-18 based on the part type? 
· Are the results of thermal analyses and thermal survey measurement being used in the design process?
· Are all T (thermal coefficients of expansion) mismatches understood?
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Risk if you get it wrong:
· Higher operating temperatures resulting in increased failure rates.
· Thermal hotspots and overstressed components requiring unplanned engineering changes and increased logistics cost.
· Parts failure due to overheating and failure at junctions. 
· Poor systems performance/field reliability.
· Destruction of circuit boards and other components by overheating.
29
30
Finite Element Analysis
[image: bow-4] (
Figure 6
.
 FEA Mesh, Bow Section of USS Ronald Reagan (CVN-76)
 
(
Source
 
WILLCOR, Inc.)
)Narrative: Finite Element Analysis (FEA) is a numerical technique that divides complicated structures into small elements or pieces in relation to each other for analysis. As a tool used principally during the design phase, FEA facilitates an understanding of the design and its ability to meet performance requirements. From the start the parameters specified in the FEA must be adequate to perform a sufficiently in-depth analysis. The unit of measure (mesh size) is of vital importance as well as the method of mesh refinement. Figure 6 shows a typical FEA mesh. FEA also facilitates physics of failure analyses of electronic circuit cards (shop replaceable units or shop replaceable assemblies).
In the event the design is found to be marginal or unacceptable, adequate schedule may remain to perform a redesign. After a design is fielded, having the FEA models archived allows engineering organizations to use the models to predict performance and make decisions for off-design conditions such as new operating environments and performance impact of damage.  
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 (
HAS FEA HELPED YOU VERIFY 
YOUR
 DESIGN
?
)
Major Questions That Need To Be Answered: 
· Encouraging the use of FEA will reduce the amount of design and test time, how will that cost avoidance be used to determine the number of items that will be assessed?
· Is the analysis sufficient to accurately characterize the structure being examined?
· What method is being used to determine the mesh size?
· Are any non-linear structures being represented by a straight line?
· Will FEA be used to predict the response to environmental stimuli such as vibration, thermal loads, and shock (transient) loading?
· Has Modal Analysis been conducted, and are all modes well understood?
Risk if you get it wrong: 
· Inherent design flaw(s) are detected after a product is produced. 
· High cost to redesign once the product baseline has been established or if design flaw is discovered at or after MS C.
· Increased cost to re-test the product.
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Failure Mode Effects and Criticality Analysis (FMECA)
Narrative:  FMECA is performed in conjunction with the reliability prediction to assess the severity of the effects of component and subsystem failures on system performance and to assess the likelihood of occurrence of the various failure modes.  FMECA is a joint effort between design and R&M engineering teams.  A functional FMECA is generally performed during the TD phase to support the PDR, and a physical FMECA is performed during the EMD phase to support the CDR.  It is then updated throughout the life cycle as the design is changed and more information is discovered during verification, production, and deployment.  The results of the FMECA are used by design engineers to improve the design by addressing the most frequently occurring failure modes and the failure modes having the most serious effects, particularly the single-point failures that directly result in mission failure or create unsafe conditions.  FMECAs are also leveraged to support design of built-in diagnostics and test capabilities.  The results are also used by safety engineers to perform safety analyses and are provided to logistics personnel for system and maintenance planning.
Based on the FMECA, a reliability critical items analysis is performed to identify those components/subsystems that require special controls because of unusual or exceptional risk. 
Controls may include special oversight over subcontracts, special testing, special design analyses, special attention to failure tracking, analysis, and corrective action development, or other items to ensure achievement of R&M objectives and control risks.  
33
Major Questions That Need To Be Answered: 
· By PDR has a preliminary functional FMECA been performed and does it address 100 percent of the functions?
· By CDR has final FMECA been performed that accurately represents the complete system?
· Have all failures that result in mission loss or single point failure been addressed?
· Are there examples of design changes based on the results of the FMECA?
· Has a critical items list been developed for items that for reason of complexity, application of new technologies or ownership cost will require special controls?
· Have the results of the FMECA been used to support development of the preliminary maintenance concept?
Risk if you get it wrong: 
0. Results of the FMECA design analysis fails to control the design process.
0. Later discovery of failure modes requiring unplanned engineering changes and increased logistics cost.
0. Discovery of design faults will impede the test program by frequent failure and potentially go undetected until operations.
0. Increased maintenance support times resulting from inadequate troubleshooting procedures for the detection and isolation of failures.
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Counterfeit Electronic Parts
Narrative: Counterfeit parts are becoming pervasive in various supply chains and therefore have become a significant threat to the Defense supply chain. Counterfeit electronic parts affect national security by posing safety, performance and long-term reliability risks, and driving up sustainment costs. In addition, many other types of hardware [e.g. mechanical] are subject to counterfeiting and Program Managers should be knowledgeable of the risks posed by all forms.
 (
DESCRIBE YOUR EXPERIENCE, PROCESS, CONTROLS AND METRICS TO PREC
LU
DE COUNTERFEIT PARTS.
)
Counterfeiter’s motives are primarily greed (profit) and/or malicious intent. Counterfeits may appear at all phases of the life cycle, making it necessary for the Program Manager, Systems Engineer, and Product Support Manager to plan for prevention, detection, remediation, reporting, and restitution activities from the beginning of the life cycle to disposal and demilitarization. Section 4.3.18.3 of the Defense Acquisition Guidebook provides the Anti-counterfeit activities that have relations, with many of the other systems engineering design considerations.
Section 818 of the Defense Authorization Act places liability for counterfeit parts on the contractors.   It also requires the Secretary of Homeland Security to establish a program of enhanced inspection of electronic parts imported from any country that is determined by the Secretary of Defense to be a significant source of counterfeit parts in the DOD supply chain. Contractors that supply electronic parts or systems that contain electronic parts are required to establish policies and procedures to eliminate counterfeit electronic parts from the supply chain. 
DODI 4140.67 outlines policies and procedures for detecting and avoiding counterfeit parts in its own direct purchases, and for assessing and acting upon reports of counterfeit parts from DOD officials and DOD contractors.
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The following references provide additional information:
0. OUSD(AT&L) memo of March 16, 2012, Overarching DoD Counterfeit Prevention Guidance, 
0. DoD Counterfeit Prevention Policy DODI 4140.67, April 26, 2013
Program Managers should stay current with the following FAR/DFAR Cases that are still in review.
0. Detection and Avoidance of Counterfeit Electronic Parts
0. Supply Chain Risk
0. Expanded Reporting of Nonconforming Supplies to the Government Industry Data Exchange Program (GIDEP)
Major Questions That Need To Be Answered: 
0. Does the program participate in GIDEP and currently report non-conformances to GIDEP?
0. Does the program prohibit the contractor(s) from purchasing parts from other than Original Equipment Manufacturers (OEM) or their Authorized Distributors?  Latest version of SAE AS5553 is strongly recommended for implementation.
0. Does the supplier have documented policies & procedures in place, both in-house and for their subcontracts, to notify their customer before parts are purchased from an Independent Distributor, and is there objective evidence they are effectively implemented?
0. Does the supplier have processes in place to detect, mitigate, and disposition potential counterfeit parts?
0. Are they familiar with various test methods to detect counterfeit parts? For example external visual inspection, radiological inspection, remarking and resurfacing, de-lid or decapsulation.
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0. Are material control processes in place if a counterfeit or suspect counterfeit part is detected?
14. How will parts be dispositioned?
14. What are the procedures for contacting law enforcement?
Risk if you get it wrong: 
0. Hardware is likely to fail or experience performance/ safety/reliability degradation.
0. Fielded hardware may require recall at huge cost. 
0. PMs and/or contractors may be in violation of legal statutes.
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Environmental Stress Screening (ESS)
 (
DESCRIBE YOUR EXPERIENCE, SPECS, PROCESS AND
TESTING TO EFFECTIVELY APPLY ESS.
)Narrative: The objective of ESS is to ensure the manufacturing and quality process are in control to manufacture the product to meet its specifications. Environmental Stress Screening verifies that production workmanship, manufacturing processes, quality control procedures, and the accumulation of design changes do not degrade the equipment reliability demonstrated during qualification and reliability testing.  During the Engineering and Manufacturing Development (EMD) and Production phases, the establishment of tailored ESS stress profiles facilitates the accelerated identification and removal of latent defects (“weak actors”) in the product which can yield significant improvements in field reliability and reductions in field maintenance cost. Screening environments consist temperature cycling and random vibration applied either sequentially or concurrently to induce energy to precipitate latent defects. Failures fall into two defect categories: Workmanship/Process Defects and parts.   The contractor’s ESS profiles should be compared with the vibration and thermal stress profiles of MIL-HDBK-344A, Figure 7, unless specific program or specification guidance is defined. 
Alternatively, the contractors ESS test environs should attain a minimum of 95% Precipitation Efficiency and 90% Detection Efficiency using vibration and thermal stresses as defined by MIL-HDBK-344.
The contractor should provide to the Government for review and approval:
1) An ESS procedures defining the thermal and vibration profiles to be applied, number of cycles, location of sensors, and functional test and detection procedures for identifying intermittent and hard failures, and 
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 (
Figure 
7 
.
 
ESS Initial Regimen 
(Source – 
MIL-HDBK-344A
)
)
[image: ]2) Engineering documentation substantiating the methodology used to establish the ESS profiles (thermal survey for thermal stabilization/ dwell/soak times, vibration survey for resonant frequencies, temperature rate of change, etc.)
 
40
Major Questions That Need To Be Answered: 
Is MIL-HDBK-344A used as guidance for ESS procedures or is other suitable ESS guidance provided?
Do proposed ESS profiles perform both vibration and thermal stress sequentially or concurrently? Do stress profiles provide a minimum of 90% Precipitation Efficiency as specified by MIL-HDBK-344 if used as guidance?
Are functional tests and/or equipment Built-In Test (BIT) performed while thermal and vibration stresses are applied?
Do ESS procedures specify that for any failure and retest, the retested unit should have the last 3 to 5 stress cycles as failure free?
Does the contractor maintain a Failure Review Analysis and Corrective Action Process (FRACAS) to track failures and implement required design and process improvements?
Risk if you get it wrong: 
ESS development during EMD:
17. Use of non-tailored ESS profiles will likely result in low precipitation efficiency, during production failure-prone units will probably be sent to the field.
17. Lack of early ESS profile development may result in a missed opportunity to identify design weaknesses.
ESS during Production:
17. Failure-prone units (with latent defects) are sent to the field.
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17. For unpowered testing and/or testing with no stress, intermittent defects are not detected and failure-prone units are sent to the field.
17. High equipment return rate to the contractor.
17. Impact to operational and materiel availabilities.
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Special Test Equipment (STE)
 (
Figure 8.
 Special Test Equipment
(Source
 
- In-Phase Technologies, Inc.)
)[image: C:\Users\johncr\Desktop\rfmw_16_ste.jpg]Narrative:  Special Test Equipment (STE) or sometimes called Factory Test Equipment (FTE) consists of units needed for testing and inspection of complex developmental items during engineering development, LRIP, and FRP. (See Figure 8). Non-Developmental Items or systems with extensive COTS hardware should minimize the need for STE. STE must usually be custom designed and should take advantage of the product or system built-in test to the maximum extent possible.
 (
DESCRIBE THE BASIS FOR ANY STE AND FTE FO
R THE DESIGN
.
)
STE fulfills two basic needs: product inspection and test and process verification, and must be considered early in the engineering development process prior to CDR. If not planned as part of the contract, STE often affects cost, scheduling and resources. Along with STE, special fittings and tooling may be required. 
STE custom tooling needs are often overlooked until too late in the acquisition cycle. 
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Major Questions That Need To Be Answered: 
· Has the program contracted for the acquisition of STE?
· Has the development contractors been incentivized to minimize the need for STE? Or better, has the contract discouraged the use of STE?
· Do technical review s (PDR, CDR, PRR) include STE issues?  
· Prior to the Production Readiness Review (PRR):
· Has STE been designed and qualified before the product design is frozen?
· Are STE requirements designed from a factory test plan?     
  
· Is the STE plan integrated with both product and tooling designs?
· Are STE quantities compatible with anticipated production, engineering, and repair yields?
· Has STE been designed and validated in time to test the deliverable product?
· Are STE requirements flowed down to all sub-contractors?  
44
Risk if you get it wrong: 
· When STE considerations are ignored until the design is well established, efficient module and test point partitioning, and a well thought out tradeoff between automation and BIT is not incorporated in the design. 
· Significant impact on cost and schedule
45
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GLOSSARY
	AOTR
	Assessment of Operational Test Readiness

	ASR
	Alternative System Review 

	CDR
	Critical Design Review

	FCA
	Functional Configuration Audit

	FRP
	Full Rate Production

	IBR
	 Integrated Baseline Review

	IPR
	In-Process Review

	ISR
	 In-Service Review

	ITR
	Initial Technical Review

	PCA  
	Physical Configuration Audit

	PDR  
	Preliminary Design Review

	PRR    
	Production Readiness Review

	SFR   
	System Functional Review

	SRR    
	System Requirements Review

	SVR  
	System Verification Review

	TRR   
	Test Readiness Review
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Preface

You don’t have to be an expert in every topic to know if an answer shows that a topic is
well understood or not. Sometimes all that is needed is asking the right question at the
right time. Properly applied reliability engineering design activities are key to minimize

technical risk and avoid costly rework, retest, and schedule delays.

This pamphlet is intended to highlight engineering design activities that need to be
addressed by the Program Manager at critical decision points during the management of a
complex program. Although simple in presentation, the gravity of not paying attention to
the lessons learned presented herein cannot be emphasized enough. Each activity is based
on observed best practices and lessons learned throughout both military and commercial

programs.

The timing of each activity is keyed to critical engineering decision points (systems
engineering design reviews) during the management of the program. Some issues span the
entire program life cycle, some need to be assessed at every milestone, while others are
assessed at specific steps in the program. Each question will help you identify a potential
issue, and provides an opportunity to require an answer from the contractor at specific
technical reviews. Asking the right questions at the right time could significantly mitigate
risk to cost, schedule and performance. Use each area discussed to spur your team'’s
thinking of what other reliability design activities you might consider appropriate to

remember and act on accordingly.

Best of luck as you support our Warfighters.

/
7
/z/' //Vz//
I~ / /
" David G. Ahern te hen P, Welby
Deputy Assistant Secretary of Defense Deputy Assistant Secretary of Defense

Strategic & Tactical Systems Systems Engineering
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MEASURES OF EFFECTIVENESS

Coverage of decision to decision path is > 90%

Coverage of linear code sequences and jumps is > 80%

Coverage of procedure to procedure path is > 90%

System Test

User Operation

Software test readiness reports

Verification Reports

Program Data Sources Validation Reports

Performance/design/analysis reports

Test/problem'/corrective action reports

PRINCIPAL RISK AREAS

What metrics are used for 

unit testing?

Regression Testing is conducted on all modifications

Coverage of instruction blocks is > 80%

<  1.8

What is your policy 

regarding regression 

What measures are used for 

Integration Testing?

Test Storage Fault Density

What fault density metrics 

(faults per 1000 lines of 

code) do you achieve?

Coding

Module Test

< 99.5

< 19.7

<  6.1
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