OA Tutorial 2

Sample Size and Power Analysis for a One-Sample t-test


Background. One of the factors that impacts resource requirements is the number of trials or the sample size needed for the test. The analyst is interested in this number, since it affects his ability to declare a certain confidence in the estimates he will make later with data in hand. At this point in planning, with no data yet available, the analyst can make some numerically-based estimates of the number of trials for those Measures that the team expects to exhibit some variability. Several factors affect the relationship between trials and power: the population standard deviation, confidence (level of significance, and the difference (from threshold value) that you want to detect. Power is the probability of correctly rejecting the null hypothesis. In other words, it is the ability of the test to detect a difference, when one exists, between the true population performance and some hypothesized threshold (the operationally significant difference).
Current Problem. In this example, the data is measured on a continuous scale, and the OA knows that after the test he will be performing a one-sample t-test, comparing the sample mean with the requirement and making a claim about the population. The population standard deviation is not knowable, but historical data from related systems or input from SMEs should lead you to some reasonable values for sigma. 
Example: System XYZ has an MOE setup time. The stated requirement is 20 min. The OA wants to determine the number of trials that will likely produce, during test, the data that will allow him to accurately reject the null hypothesis, and state (with 90% confidence) that the system’s setup time is less than 20 min.
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For this example, he’ll use a “pessimistic” H0, and reject if the data allows. At this point, however, with no data yet available, he wants to show the achievable power with alternative values of theoretical true performance by fixing the confidence (at 90%) and true performance (setup time) and plotting power as a function of sample size and standard deviation (sigma). Using the graph, the analyst can show the tradeoffs between the number of trials and power—the likelihood of seeing the sort of data during test that will allow us to reject the null hypothesis. 
Example: Let’s suppose that we’ve agreed to expect the standard deviation of setup time to be somewhere between 2 and 10 minutes. From the plots, the OA would make a statement to this effect: “If the true setup time is actually 18 minutes, with standard deviation of 5 minutes, then with 5 trials we are only 32% likely to produce the sort of data during test that will allow us to correctly claim, with 90% confidence, that the setup time is below 20 minutes. If we increase the trials to 20, we will be 70% likely to produce such data during test.”

In every case, there is risk involved with accepting bad systems and rejecting good systems. With too few trials, we are unlikely to see data during the test that will allow us to reject a null hypothesis, which may lead to frequent failure of systems that are in fact meeting their requirements. The converse is also true. The power analysis is useful in depicting the trial size impact on these risks, allowing a decision-maker to determine whether the risk should be mitigated with additional resources.  
