Surface Navy Combat Systems
Engineering Strategy

Surface Navy Open Architecture Path Forward

For Defense Daily Open Architecture Summit
18 November 2008

RDML Terry Benedict
Program Executive Officer for
Distribution Statement A: Approved for Public Release: Distribution is unlimited Integrated Com bat SyStemS




Agenda

Navy Enterprise OA

OA in 08

Evolving of Aegis Combat System Development
Implementing OA

Surface Combat System Objective Architecture

Defining Objective Architecture Components and Interfaces
Fielding Common Components

Rapid Capability Insertion Process (RCIP)

Small Business Opportunities

® & & & 6 6 6 O o0 o

Summary

Defense Daily OA Summit Brief 180CT08 (20081031)



OA Is an Enterprise effort requiring
participation from many
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We are Changing Business/Technical
Practices and Culture
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OA In 08 On Track

Consistent Message:
» OACE Category 3 for Aegis & SSDS ships
» Decoupling of H/W & S/W
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USS BUNKER HILL (CG 52) Status

¢ Duration: Week 35 of 52 Weeks
¢ Successful AEGIS Light Off (ALO)
¢ Successful AWS (CTL-3) computer program install

CIC before CIC currently
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Evolution of

Aegis Combat System Development

98

2005

2006

2007

2008

2009

2010 2011 2012

2013
ACB-12

2014

ACB-14

*Baseline 7.1.1.1
*Baseline 7.1.2
*Baseline 7.1R

*Linebacker upgrade

*COTS DV Signal
Processor

*Integrated

Contract # 98-5197

tools
*Tactical display
upgrades
*Common display
architecture

98-5197 Completion

ACB 08/ TI 08)
«Complete WSMR Upgrade
*Aegis NIFC-CA
*PSEA

PSEA & ACB-12 Development 09-12

systems

 Integrate GFE / GFI Products

* ACB 12 development / componentization /
modularization data modeling to support the

PSEA Responsible for:

; : o System engineering above sub-system level
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White Sands Missi ; )
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eBaseline 6.3 *PAC-3 Missile docﬁfgemf;\"(’n for delivers to Gov't 09/09 & simulation ) « Systems engineering,
eBaseline 7.1 segment €ach baseline (Now referred to as * NIFC-CA 4 — Pillar Development / Integration configuration control,
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/ RCIP
Common Processing System
Legend 2/ L
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[ sSole Source L
1 Future Competition Combat System Training
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[ Sole Source Synopsis Common Support System
Issued R — .
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FY05 Q-70 Display I
05-5100 SI / DA for OA Track Manager / Track Server |
Model Driven Arch Demo I
| FY06 Display Services I
| FYO07 ASW Capability Improvement I
k_ | FY08 Common Display System (CDS) I
| Foreign Military Sales (FMS) Contract for Aegis (appx $1B under contract) I
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Implementing Open Architecture:
Surface Navy OA Technical Model

Componentized
Infrastructure: P

_ Track Objective Architecture:

* Coéng}?ln Services Mgmt Comgr?and Sensor Weapon  Vehicle « Common Reusable

Ia:t:\ 'b'I'? , Display Control Mgmt Mgmt  Control Components
 Flexibility to . ifi

Support Forward-Fit Platform Specific Components

and Back-Fit » Data Model

s » Extensible to the Future
Common Middleware Decouple

Computing Hardware (H/W)
Environment: ﬁ from Software (S/W)
» Standards-based

Interfaces to Operating System
network

e Commercial

Mainstream

Products and
Technologies Hardware

Upgrade H/W and S/W Independently and

on Different Refresh Intervals
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Surface Combat System
Top Level Objective Architecture

Platform Adaptation
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Combat System Objective Architecture
Component and Interface Definition

Legacy Components RCIP

3d Party Development l S&T Rapid Development

\ Objective Architecture /

Component Development
available for competition,
where appropriate, starting in 2009

AMOD

» Defined superset component requirements
 Establish interfaces IAW objective architecture
» Develop/deliver authenticated components

SSDS

DDG 1000 N . Available for

Assets f|e|d|ng in
Library CG(X), and
' backfit in 2014
& beyond

A component is a bounded module with:
» Associated requirements (in DOORS)

* Design description
* Defined Interface (modeled in UML)
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Notional Fielding of
Common Components

CAL for ACB-12

Component
Development DDG
AMOD 1000 Other
Common
Repository
Common

e Track Management

* System Management

* Weapon Control

¢ Infrastructure APIs

e Pub/Sub Messaging

« EW/ASW Open Interfaces

Common » Aegis
Component * SSDS
Introduction

¢ Infrastructure &

DDG

AMOD 1000 Other

Common

Display

« Distance Support /

Reachback

¢ Vehicle Control

¢ MH-60R Integration
e SIAP/NIFC-CA

¢ Integrated Tactical/

Operational Picture

¢ Mission Planning
e Total Ship Training

~—_

CAL for
ACB-14

» Aegis

» SSDS

« DDG 1000
*LCS

DDG
AMOD 1000 Other

EONL AT

CAL for
ACB-16
Common
 AAW/BMD
* EW/ASW/SUW
improvements
» Aegis
* SSDS
* DDG 1000
*LCS
» CG(X)

Common Asset Library (CAL) Grows Over Time —

Advanced Capability Builds (ACB) draw from library
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Combat Systems Engineering
Strategy Summary

¢ Establishing a combat system based on a common
objective architecture with products applicable to
multiple ship classes
— Government owned architecture and authenticated interfaces

driven by Architecture Description Document (ADD)

¢ Conducting combat system development through
disciplined systems engineering principles and
processes

¢ Future Surface Combat Systems will be created from
existing and new development components

¢ Two Roles for Industry
— PSEA - platform system engineering agent
— Developers — individual components, capabilities
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Rapid Capability Insertion Process

Engineered Solutions

Progress Review Points

from Feedback (PEOs / OPNAV / FLEET)
ey Vendor r Step 1 r Step 2 r Step 3 r Step 4
Inputs Inputs ( User v User User User
RCIP ECI_P 3 Input Input Input Input
rojec J - - - -
Problem Procuremenll’ Build + Build + Build * Build
geflcne'gsn & Contract Test Test Test Test
ro ;
Award Project Assessment System Real Time 4
& SWRG Process L Evaluation “ I Implementation l Navy Testing “

<
<

Hardware & System
Integration

Step 5 — Production & Certifications
Advanced Capability Build (ACB) Process

Production
Systems Engineering and Development

Training Development
Provisioning Development
Electronic Tech Manual Development
Reliability Assessment

Operational Test

Operational
Introduction

Fleet Feedback

Software Problem Reports

-Operator Evaluation
-System Performance
-Interoperability Issues
-Technical Concerns
-Documentation
Deficiencies

-Training Shortfalls

™~

OPNAV/PEO/ASN

1 -Funding
: -Assessing
1 -Programming
| -Monitoring

I -Scheduling
|

Fleet Input, Technical Oversight / Insertion Throughout Development
and Operational Testing, Resulting in Increased Capability to the Fleet
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I\LWEEA NAVSEA Small Business Innovation Research Program (SBIR) §
v N o Budget Object Classification Code System (BOCS) Trends ¢
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Chart based on 19 Sept 2008 BOCS data from the NAVSEA Compitroller

14
Defense Daily OA Summit Brief 180CT08 (20081031)



Defense Daily OA Summit Brief 180CT08 (20081031)

Back-up

15



Surface Navy Combat System

Modernization Paths

Category Characteristics Example
Major Ship Class # Fixed beginning / end dates based on shipyard schedule CG ,DDG,
(New Construction / @ Hardware decisions constrain software scope and architecture CVN-78
POR) 4 Commodity-based electronics delivered as late in development cycle as DDG-1000

possible CG(X)
CAPABILITY UPGRADE (Science & Technology Transition)
NIFC-CA,
Capability # Requires traditional development process —deployed in an ACB when ready :_;:\‘/?BA
Development ¢ May be tested individually but certified as part of an ACB Air Control

- POR for Specific DWC '
Capability # Rapid capability development upgrades usually within specific S/W
Upgrade components

; e # Rapid Development inside PPBE timelines SPY-OA,

- Rapid Capability SCCID,
Insertion Process # May include H/W changes. Engineered for < 9 week availability RDDL,
(RCIP) (POR) ATO

# May be tested individually but certified as part of an ACB Correlator
SOFTWARE AND HARDWARE INFRASTRUCTURE MAINTENANCE

Technology Insertion # Provides opportunity to upgrade computing environment (Hardware and TI 08

(T1) Software) and manage COTS obsolescence issues or provide more TI 12
Computing Hardware processing capability TI 16
Refresh (POR) 4 Uses commodity based electronics procurement SSDS OA
Computer Program ¢ Computer S/W maintenance is recurring cost that requires separate POR line

Software Maintenance @ License fees for non GPR S/W STR

(POR)

@ Foundation Critical, Safety and Information Assurance issues

ACB / Tl Fielding

Advance Capability
Build (ACB) / Technology
Insertion (TI)

# Requires COTS
Computing
Environment

& ACB Fixed 2 year
period with combat
system component
test and evaluation
before delivery

@ Content preplanned,
but may be delivered
w / less than planned
capability if
problems arise

¢ Software Engineered
for delivery in <9
week availability

@ ACB’s can be fielded
in conjunction with
major capability
upgrades or initial
COTS Computing
Environment
availability

ENABLER (Must Happen First)

Install open architecture
computing environment
(POR) Budgeted
Modernization

# Establish Network-based COTS computing environment for in-service
Combat Management Systems (CMS)

@ Decouples CMS H/W from S/W. Field latest ACB during ship’s first
scheduled COTS Computing Environment install availability

CG Mod, AMOD,
SSDS Mk 2
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= _ .
n Naval Open Architecture @)

Naval Open Architecture is changing how we build systems

Naval Open Architecture is the
confluence of business and
technical practices yielding

modular, interoperable systems
that adhere to open standards
with published interfaces. OA
delivers increased warfighting
capabilities in a shorter time at

reduced cost.

Source: Official Navy definition, ASN RDA Rhumb Lines, 12 Dec 2006

OA CORE PRINCIPLES

Source: OPNAYV Itr Ser N6N7/5U916276 dtd 23 Dec 05
| https://acc.dau.mil/oa 17



B Naval Open Architec

OA checkpoints are being built into the Department of
Navy’s Six Gate Review Process to ensure compliance

*OA Checkpoints
A OA Guidance

)

DON Requirements/Acquisition Two-Pass/Six-Gate Process with Development of a System Design Specification

(illustrated example for program initiation at Milestone A)

DON Requirements Acquisition

-

. | Pass1 | >ie | PASS2 |
OSD/JOINT | | 7RSS e |
LEVEL X
CD
! Annual
: CSB

vV

Ve = 7 Y e e
Eé‘:g;f-USMC ﬁ} \_2* Kj* .\A* N % SSAC I\_B sSDD

ICD

-» CBA *| Approval

Alternative CDD and

\ SDs RFP Sufficien
> »| conors f_¥ . > - I—-
» "l & 1B " Approval Approval Review
» o ' I ' g

A J
Y

» Selection

Lead Org:  OPNAV/HQMC | OPNAV/HGMC || OPNAV/HQMG! ASN(RD&A) ASN(RD&A)  ASN(RD&A)
Chair:  DCNO (N8)DC, CD&I|  CNO/CMC CNO/CMC — ASN(RD&A) ASN(RD&A)  ASN(RD&A)
i
PEO/SYSCOM/ i
CONOPS !
LEVEL !
i
TN ) * DON CIO pre-certification, Investment Review Board certification, and Defense Business System (DBS)
Q/,' Gate Review Management Committee approval prior to obligation of funding for a DBES program when cost > $ 1 million

SECNAV introduced the six-gate, two-pass process to more effectively integrate the

Naval requirements and acquisition decision processes. This process improves

visibility and insight into the development, establishment and execution of programs.
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