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Measure them and measure them well: 
        Measure attributes consistently.  Using on-time CDRL delivery as what seems a simple example, numerous interpretations as to how and what to imput can entirely alter "the message" and by poor or nonexistent rule sets, cause an entirely missed message.  For example, a program reported 100% on-time CDRLs when in fact it was 88% on-time.  The important managerial message, that 12% and 12 of the 100 CDRLs were late, was entirely missed.   Why?  One hundred CDRLs were planned for the month of February.  Twelve were missed.  That same month, 12 CDRLs that were due in March were delivered early and processed.  The March-due-date deliverables, because they were delivered in February, were posted as February deliverables.  By posting March planned deliverables as February actuals, they masked tardiness to the February deliveries.  So, measuring consistently and in this case, measuring actuals against the plan for that month of deliverables, would have shown 12 deliverables for March (albeit early) and 88 deliverables in Febuary, clearly identifying the managerial concern over late deliveries in February.  By clearly identifying delivery postings through the lessoned learned of data masking, they established a best practice to be implemented by all programs/projects.  Likewise, in February, if as-required CDRLs were identified and delivered, then both the plan and the actuals need to be upwardly incremented to show the activity.  So, say a critical test and program review were hosted in February and that generated 100 as-required CDRLs.  The plan for February would thus be adjusted upward by 100 and, assuming all deliveries were on time, the actuals for February would likewise be adjsuted upward.   Febuary month-end statistics would then reflect 200 planned CDRLs, and 188 on time, thus 94% on-time delivery. 

        Use automation wherever possible to assist in the consistent measurement of progress and the elimination of "the human element" of data collection.  Clearly, small investments in automation of data collection can yield great returns with minimization of manual collection activities. 

        Choose the frequency of measurement based on the value of data.  For example, systemic process and tool improvements that require months to implement might be collected and measured quarterly or annually, whereas regular quantities of data, such as CDRLs, likely lend themselves to monthly reporting. 
        
Retire metrics when they're no longer of value. 
        After metrics have served their useful life and a sentiment emerges that data is being collected without good reason, it's entirely likely the metric should be retired.  A periodic (annual or biannual perhaps) review of how each metric supports the program is worthwhile in validating ongoing data value.  As a simple example, a project undertood digitization of old microfilm and thus measured the number of microfilm cards digitized associated with a project/program with a goal of zero.   As the project reached its final month of digitization, it recognized that measurement of this activity no longer provided management focus, employee focus, or an continued value.  Thus, it was retired.  Likewise, an enterprise collected the percent of supplier data delivered in hard copy.  Initially, the data caused embarrassment, as some new project completely digitized data they sent to suppliers and bigger, legacy programs almost entirely delivered in hard copy.  Data showed the enterprise collectively was sending 90% of its data to suppliers in hard copy format.  With such reporting, active measures were adopted such that one year later, the enterprise delivered 97% of its data electronically and abandoned metrics in favor of identifying specific action plans to bring the remaining 3% of supplier hard copy data into an electronic environment. 

