Why Open Architecture Matters…

The FORCEnet Vision  by Captain Jim Shannon, USN, and Mr. David Sharpe


The Surface Navy has a full court press on industry for system designs to be more open.  Combat system architectures have always been closed and typically not interoperable.  Before 1970, a typical ship design required human integration tools to solve a fire control problem (e.g. slide rulers and parallel motion protractors).  The advent of Aegis brought our first fully integrated combat system design based on precise system engineering with the overarching goal to take the man out of the fire control loop.  That architecture has created the most powerful navy ever seen in world history, and has in effect been a force multiplier allowing the nation to shrink the size of its Navy while maintaining a tactical and strategic edge.


  So why should we change this paradigm now?  The answer is two-fold.  First, the rising costs of combat systems have brought our nation to a crisis situation where we are finding it increasingly more difficult to afford new ships or maintain and modernize the current Fleet.  Second, the evolving Joint, interagency, coalition command & control, net-centric concepts and capability-based guidance mandate a change in the way we do business.  


Open Architecture (OA) is the enabler that will allow our surface Navy to afford modern systems and support the development of desired FORCEnet capabilities.  To understand OA, first imagine a closed architecture.  Closed architecture design is protected by proprietary and patent claims that wed a customer to a single provider.  Since cost is a function of supply and demand, the U.S. Navy today can only drive down costs through multiple purchases and foreign military sales.  In that model, only the demand curve changes; not the supply curve.  Once the Surface Navy makes a choice for a certain system proposal, all future competition goes away.  Ergo, the cost of systems remains high.  


Open Architecture is based on the principle that the government should be allowed to share the data it purchases to all government programs, any qualified vendors, and all service branches.  Many people assume that we already conduct business this way, but this is not the case.  Typically, programs control information flow at the expense of the Enterprise.  There is no malice in this model; it is efficient and easier to control.  However, it is not as effective as a business model based on open architectures.  For FORCEnet to be realized, program managers must think beyond the confines of their systems to the integration of complete Families of Systems (e.g. people, weapons, sensors and other entities).  This equation is the mother of all calculus problems.  


FORCEnet requires a common structure and language for information handling that is compatible with Joint requirements as embedded in the DoD Net-Centric Data Strategy.  It also requires a joint-compatible system of data mining tools.  The Core Open Architecture project (residing in PEO IWS) is working to define the scope of this need with an Enterprise Data Repository.  It is still under analytical investigation whether the Enterprise Repository should be a virtual or a physical plant, or both.  Nevertheless, it does not exist today, which is one reason programs do not easily share information.  


The process of developing FORCEnet capabilities must be an adaptive evolutionary process rather than an engineered one.  FORCEnet will succeed only by evolving over time, when the proper conditions are fostered.  The developmental process must be agile and adaptive, involving continuous experimentation and incremental development.  OPNAV (N866) is sponsoring this kind of effort with the OA/Fn Experiment.


The first OA/Fn Experiment will be conducted in the fourth quarter of FY06 to quantify the impact of a common data model (CDM) on cross-domain interoperability from architectural and business process perspectives.  Using existing shore-based laboratories and test facilities, including the existing Navy’s Distributed Engineering Plant (DEP), the experiment will enable cross-domain exchange of relevant tactical and operational information among the Air, C4I, Space, Submarine, Surface, and USMC domain participants.  The experimental CDM leverages both the Joint Consultation Command and Control Information Exchange Data Model (JC3IEDM), which is compliant with NATO STANAG 5523, and the Cursor on Target (CoT) data model developed by MITRE.  This reuse approach aims to fuse the simplicity of CoT, which has a small base vocabulary and can be implemented easily, with the expressiveness of JC3IEDM.  Both data models are open technologies.  Developing and executing the experiment will help identify which specific CDM characteristics are most important for tactical users and which present the largest implementation challenges from an architectural perspective.  On the business end, the lessons learned while adapting legacy systems for cross-domain interoperability will help in estimating attendant real-world costs and savings of similar, but larger scale, implementations.  Finally, conducting the experiment in a high-fidelity simulated operational environment will allow for the translation between gains in measures of interoperability performance and gains in warfighting effectiveness.  This type of measurement will help acquisition program offices weigh the potential costs and operational benefits associated with increased interoperability between domains.


FY07 available funds may preclude the continuation of this experimental effort, but hopefully other efforts can leverage from what is learned.  Continued funding, however, will allow for continued testing of others models, processes, and information exchange paradigms that can be leveraged into increased acquisition and warfighting efficiency.  The bottom line is that architecture openness can be achieved only through continuous collaborative and well-understood efforts like the OA/Fn Experiment.


At the current pace of cost increases and an ever-growing list of military projects that need funding, coupled with the fiscal constraints placed upon the Navy’s budget by the war, it is only a matter of time before the current acquisition model becomes unsustainable.  Should we allow the status quo to continue until it becomes a greater crisis, the operational availability of our great Navy will be jeopardized as we are forced to choose between staving off obsolescence of the current Fleet and developing new technologies for tomorrow’s challenges.  

Open Architecture will not solve this problem by itself, nor is it meant to.  It will, however, lay the groundwork today for tomorrow when we will be able to take advantage of increased competition, new ideas from non-traditional defense contractors, and allow modernization to transition to the Fleet more quickly and efficiently than the current monolithic system model will allow.  By acting today to instill OA principles in our acquisition models and system designs, we will have a ready solution for making the wisest use of our limited budgetary assets, and we will be able to manage the financial crisis proactively rather than reacting to it.
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